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A B S T R A C T 

Student study time is the time needed by students to complete their education, which starts from the time they enter 

college until they are declared graduated or have completed their study period. In the study period data, survival 

time observations were only carried out partially or not until the failure event. In other words, termination occurs 

until the observation deadline. This termination occurred due to several factors that allegedly influenced the 

student's study period. This study intends to determine what variables influence the study period of students of the 

Faculty of Engineering, University of Bangka Belitung through survival analysis. Using study period data for 

students of the Faculty of Engineering, University of Bangka Belitung, class of 2015/2016, this study used the 

Kaplan Meier Estimation to see the survival function of each factor causing the length of the study period 

graphically and the Log Rank Test statistically. Meanwhile, to look at the factors that determine the length of a 

student's study period, researchers used the Cox Regression and Maximum Likelihood Estimation (MLE) models to 

find the best model. The results of the data analysis show that there are differences in the survival function in each 

category for all variables graphically, while the statistical comparison of the results of the estimation of the survival 

function curve based on gender and organizational status is not significantly different. The results of the analysis 

also show that the proportional hazard assumption is fulfilled through the cumulative hazard log so that categorical 

variables can be used in the Cox Regression model. Based on the results of the likelihood estimation, the variables 

that have a significant effect on the study period of Engineering Faculty students are majors and GPA variables. 

Furthermore, from the interpretation of the model parameters, it is obtained that the Hazard Ratio (HR) value for the 

study period of Mechanical, Mining and Electrical Engineering students is faster than that of Civil Engineering 

students, while students with GPA ≥ 3.00 have a shorter study period than students with GPA < 3.00. 
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1. Introduction 

Censored data is observational data from the 

object under study at a certain time and does not fail 

until the research ends (Kusumawardhani, et al., 

2018). Censorship in an observation will result in 

incomplete information on the length of time or 

duration of the data obtained. One of the causes of 

censored data is termination, which occurs when the 

research period ends while the observed object has 

not yet reached the failure event (Pyke, D and 

Thompson, 1986). In the study period data, survival 

time observation was only carried out partially or not 

until the failure event. In other words, termination 

occurs until the observation deadline. This 

termination occurred because many factors were 

thought to influence the student’s study period, both 

internal and external factors. Internal factors are 

factors that come from within the student such as 

learning ability, level of student activity, ability to 

solve problems (level of intelligence), and others. 

While external factors are factors that come from 

outside the student’s self, such as environmental 

conditions, association, the amount of parental 

support, infrastructure and facilities owned, and 

others (Fitriana, 2016; Fitriani, 2018). This study 

intends to determine what variables influence the 

study period of students of the Faculty of 

Engineering, University of Bangka Belitung through 

survival analysis. Survival analysis is a statistical 

method that can be used to answer the question of 

whether and when an interesting event occurs. (Guo, 

2010). In addition, survival analysis is used to 

analyze data that aims to find out the results of the 

variables that influence an event from the beginning 

to the end of the event (Kleinbaum & Klein, 2011). 

Based on the definition and characteristics of survival 

analysis, there are several examples of data that can 

be used as survival data. One of them is data on the 

student's study period, where the study period is the 

time needed by students to complete their education 

starting from the time they enter college until they are 

declared graduated or have completed their study 

period. In this study, the relationship between the 

dependent variable, namely the endurance of students 

at the Faculty of Engineering, University of Bangka 

Belitung, and the explanatory variables, namely 

gender, major, GPA, scholarship status, participation 

in organizations, and sensory status using the Cox 

Regression model approach and the Maximum 

Likelihood Estimation (MLE) method in selecting the 

best model. In addition, the estimation of the survival 

function graphically is carried out through Kaplan 

Meier estimation, then followed by the Log Rank test 

to test whether or not there is a difference in the 

Kaplan Meier survival curve in variables that have 

two or more categories (Kleinbaum and Klein, 2005). 

 

2. Methodology 

2.1. Research environment space 

This research is only focused on data student 

from the Faculty of Engineering, University of 

Bangka Belitung who registered at the beginning of 

the 2015/2016 academic year odd semester (2015.1) 

to the 2019/2020 academic year even semester 

(2019.2). Furthermore, to determine the relationship 

between the survival time of students at the Faculty 

of Engineering, University of Bangka Belitung, and 

its explanatory variables, this study uses the Cox 

Regression model approach. Where the Cox 

Regression model is one of the methods in survival 

analysis that links responses in the form of survival 

time with explanatory variables. The following are 

the variables used in the research: 

1. Endurance time of student study period. This 

variable is the response/ dependent variable 

which is observed from the time students carry 

out their studies until they are declared to have 

passed their Bachelor degree whic is denote by 

“t” snd the unit of time is the semester. This 

variable is measured in semester units with the 

following conditions: 

a. If a student is declared to have 

passed until the even semester of 

the 2019/2020 academic year, the 

survival time is declared as 

uncensored data. 

b. If the study period exceeds the even 

semester of the 2019/2020 academic 

year, it is declared as censored data. 

2. Gender (male = 1; female = 0) 

3. Department (civil engineering = 1; 

machine engineering = 2; mining 

engineering = 3; electrical engineering 

= 4). 

4. Grade Point Average (GPA) (GPA < 

3.00 = 0; GPA ≥ 3.00 = 1). 

5. Scholarship Status (ever = got a 

scholarship 1; never = 0). 

6. Organizations status (ever = join a 
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student organizations = 1; never = 0) 

7. Censorship status (uncensored data = 1; 

censored data = 0). The sensor used in 

this study is the right sensor type 1 

(time sensor) because the research time 

is set at a certain time interval, so that 

students who do not experience events 

within that time interval cannot be 

determined with certainty about the 

duration of their study period. 

 

2.2. Data analysis 

2.2.1. Kaplan meier estimation and log rank 

test 

To estimate survival function S(t) you can use the 

Kaplan- Meier estimator or often also called 

the Product-Limit estimator as follows: 

�̂�(𝑡) =

{
1                    𝑗𝑖𝑘𝑎 𝑡 < 𝑡𝑖

∏ (1 −
𝑑𝑖

𝑌𝑖
)𝑡𝑖≤𝑡            𝑗𝑖𝑘𝑎 𝑡𝑖  ≤ 𝑡                

(2.1) 

 

Where 𝑑𝑖 is the number of events and 𝑌𝑖  is the 

number at risk. The Kaplan-Meier estimator is a 

function of the ladder that goes down when there is 

an event. The Kaplan-Meier estimator is non-

parametric in the sense that it does not assume a 

finite number of parameters. The number of 

parameters or   quantities to be estimated in Kaplan-

Meier is as many as the points in time where the 

event occurs (Andardono, 2012). One method that is 

often used in nonparametric survival analysis is 

Kaplan Meier analysis followed by the Log Rank test. 

Kaplan Meier analysis is used to estimate the survival 

function. Then from the estimation of the survival 

function a Kaplan Meier survival curve can be 

formed. Meanwhile, the Log Rank test is used to test 

whether there is a difference or not in the Kaplan 

Meier survival curve for variables that have two or 

more categories. With the hypothesis for the Log 

Rank test as follows: 

H0: there is no difference between survival curves 

H1: there is at least one difference between the 

survival curves 

 

The test statistics used in the Log Rank test are 

divided into the Log Rank test for two groups and the 

Log Rank test for more than two groups. The test 

statistics for the two-group Log Rank test refers to: 

Log rank statistic =
(𝑂𝑖−𝐸𝑖)2

𝑉𝑎𝑟(𝑂𝑖−𝐸𝑖)
 (2.2) 

The test statistics for the Log Rank test for more than 

two groups are as follows: 

𝐿𝑜𝑔 𝑟𝑎𝑛𝑘 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 = 𝑑′𝑉−1𝑑  (2.3) 

or with the approximation formula Log Rank statistics 

𝒳2 = ∑
(𝑂𝑖−𝐸𝑖)2

𝐸𝑖

𝐺
𝑖   (2.4) 

Hypothesis H0 will be rejected if the p-value less than 

α atau Log rankstatistic ≈ 𝒳2
count more than 

𝒳2
𝛼,𝑑𝑓 with degrees of freedom equal to G-1 

(Kleinbaum and Klein, 2005; Suhartini, et al.,2018). 

 

2.2.2. Proportional hazard assumption  

There are three ways to test the Proportional 

Hazard (PH) assumption, namely by using a 

graphical approach using the Log Minus Log (LML) 

Survival plot, using the Schoenfeld residual and by 

adding a time dependent variable. In using the Log 

Minus Log (LML) Survival plot, survival data are 

grouped according to the level of one or more 

factors. If the variable is continuous then its value 

needs to be grouped into categorical variables. The 

log minus log survival plot is a plot of the logarithm 

of the estimated cumulative hazard function for 

survival time, which will produce a parallel curve if 

the rate of proportional hazard is across different 

groups (Collett, 2003) (Iskandar, 2015). Furthermore, 

if the graphs or plots of LML Survival between 

categories in one independent variable are parallel or 

do not intersect, then the PH assumption is fulfilled 

and the categorical independent variables can be used 

in the Cox PH semiparametric regression model 

(Kleinbaum and Klein, 2010; Chandra and 

Rohmaniah, 2019). This study uses a cumulative 

hazard plot to test the PH assumption. 

 

2.2.3. Regresi cox model and 
maximum likelihood estimation 
(MLE) 
In determining the relationship between 

variables, this study uses the Cox Regression model. 

Where in this model does not require any 

assumptions or information on the distribution of 

survival data. The Cox regression model is a 

proportional hazard regression model with the 
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baseline hazard function modeled non-parametrically 

and the independent variable function modeled 

parametrically. Cox regression is modeled as follows: 

ℎ(𝑡|𝑥) = ℎ0(𝑡)𝜑(𝑋, 𝛽)                        

 (2.5) 

with 𝑥 = (𝑥1, … , 𝑥2) is a covariate vector 

(independent variable) and β’= (β1, …, βp) is the 

parameter of the regression model. In this regression 

the hazard for each individual is the same as the 

baseline hazard h0(t) if the effect of the independent 

variables is not taken into account, or the values 𝑥 = 

(𝑥1, …, 𝑥2) are all equal to zero. The hazard of each 

individual is modified multiplicatively by the 

characteristics of each individual, which is expressed 

by 𝜑(𝑥, 𝛽) (Andardono, 2012). Furthermore, 

parameter significance testing is carried out using 

likelihood estimation. This is done to see whether or 

not there is an influence of the covariate variables on 

the dependent variable. With the form of a 

hypothesis: 

𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑝 = 0  

𝐻1: 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽𝑗 ≠ 0, 𝑗 = 1, 2, …, 

𝑝  

If p-value less than 0,05, then H0 rejected. In other 

words, all independent variables have a significant 

effect on the model (Collett, 2015; Chandra and 

Rohmaniah, 2019). While the selection of the best 

model is done using backward selection. 

Initially all independent variables were included in 

the model equation, then excluded one by one based 

on the greatest p-value. Overall if all the p-value of 

each variable included in the model are significant 

then the backward selection is stopped (Fitriani, 

2018). 

 

2.2.4. Hazard ratio (HR) 

The assumption of a constant Hazard Ratio 

(HR) is the underlying assumption for Cox 

Regression. In the proportional hazard assumption, 

all individuals are considered to have the same 

baseline hazard then the value is different or 

modified according to the characteristics or 

information of each individual (Andardono., 2012). 

In other words, the parameters in the Cox Regression 

can be interpreted as a hazard ratio. According to Lee 

and Wang in 2003, and Fitriani in 2018, the Hazard 

Ratio (HR) can show an increase or decrease in the 

risk of individuals subjected to certain treatments. 

Suppose there are two individuals with certain 

characteristics, then from the general cox 

proportional hazard equation, the formula for 

estimating the hazard ratio is obtained as follows: 

𝐻𝑅 =
ℎ(𝑡|𝑋𝑗)

ℎ(𝑡|𝑋0)
 =

ℎ0(t)exp(𝛽𝑋1)

ℎ0(t)exp(𝛽𝑋0)
=

exp(𝛽𝑋1)

exp(𝛽𝑋0)
 

= 𝑒𝑥𝑝(𝑋1−𝑋0)𝛽 , ∀t > 0               

(2.6) 

There are 3 kinds of provisions regarding the 

increase or decrease in the hazard value as follows. 

1. 𝛽𝑗 > 0 then every increase in value 𝑥𝑗 will 

increase the hazard value or the greater the 

risk of an individual to experience an 

event. 

2. 𝛽𝑗 < 0 then every increase in value 𝑥𝑗 will 

reduce the hazard value or the smaller the 

risk of an individual experiencing an event. 

3. 𝛽𝑗 = 0 then the risk of an individual to 

experience the same event with the risk of 

an individual to fail. 

 

3. Results and Discussion 

3.1. Kaplan Meier estimation and log rank 

test 

The following is the Kaplan Meier survival 

curve from the study period data of Engineering 

Faculty students 2015/2016: 

 
Figure 1. Gender Variable Survival Function 

Estimation Curve 
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Figure 2. Variable Survival

 Function Estimation Curve of 

Scholarship Status 

 

Figure 3. Variable Department Survival 

Function Estimation Curve 

 

 

Figure 4. Survival Function Estimation 

Curve for Organizational Status Variables 

 

Figure 5. Survival Function Estimation 

Curve for GPA Variables 

 

Graphical comparison of the survival 

function of each variable was carried out through 

the Kaplan Meier curve. The following describes 

each curve: 
Figure 1: The study period for male 

students is shorter than female 
students. 

Figure 2: The study period of students who 
have received a scholarship is 

faster than the status of students 

who have never received 
a scholarship. 

 Figure 3: The study period for Mechanical 

Engineering students is shorter 

than other majors. While the 

study period for Civil 

Engineering students is longer 

than other majors 
Figure 4: The study period of students who 

have joined student organizations 

is shorter than students who have 

never joined student organizations. 
Figure 5: The study period of students with 

GPA ≥ 3 is faster than students with 

GPA < 3. 

 

From the explanation that has been described, it is 

suspected that there are differences in the survival 

function in each category of all variables. Next, a 

statistical comparison of the survival function will 

be carried out. This study uses the log rank test to 

test whether there is a difference or not in the 

Kaplan Meier survival curve for variables that have 

two or more categories. Following are the results of 

the log rank test for each categorical variable: 
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Table 1. Log Rank Test 

Variable Log 

Rank 

df p-

value 

Decision 

Gender 0.9 1 0.4 H0 failed 
to reject 

Department 32.7 3 0.000
0004 

H0 is 
rejected 

Scholarship 
Status 

4.9 1 0.03 H0 is 
rejected 

Organizatio
n 
status 

3.4 1 0.06 H0 failed 

to reject 

GPA 21.1 1 0.000

004 

H0 is 
rejected 

 

The results of the statistical log rank test on the 

variables of gender and organizational status 

obtained a p-value greater than the level of 

significance (α) 0.05, This means that the 

comparison of the results of the estimation of the 

survival function curve based on the variables of 

gender and organizational status is not significantly 

different. While the results of the statistical log rank 

test on major variables, scholarship status and GPA 

were obtained p-value less than the significance level 

(α) 0.05, This means that the comparison of the 

results of the estimation of the survival function 

curve based on the variables of majors, scholarship 

status and GPA is significantly different. 

 

3.2. Proportional hazard assumption 

The following plots the estimation of the 

cumulative hazard function for testing the 

proportional hazard assumption as another form of 

the Log Minus Log plot (LML) survival. 

 

Figure 6. Gender Variable Cumulative 

Hazard Log Curve 

 

Figure 7. Major Variable Cumulative Hazard 

Log Curve 

 

 

 

 

 

Figure 8. Scholarship Status Variable 

Cumulative Hazard Log Curve 
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Figure 9. Organizational Status Variable 

Cumulative Hazard Log Curve 

 

Figure 10. GPA Variable Cumulative 

Hazard Log Curve 

Figure 6, 7, 8, 9 and 10 shows a curve or plot 

between categories in one independent variable that 

is parallel or does not intersect, then the Proportional 

Hazard assumption is fulfilled and the categorical 

independent variables can be used in the Cox 

Proportional Hazard regression model. 

 

3.3. Cox regression model and maximum   

likelihood estimation 

This study uses the Cox Regression and 

Maximum Likelihood Estimation model to determine 

the relationship between the variables of gender, 

major, scholarship status, organizational status and 

GPA on student’s study period as their survival time. 

As for selecting the best model, this study uses 

backward elimination which is one of selecting 

variables that enter or leave the model (Collett, 

2003). The following is the R output for the best 

model based on the regression results and  likelihood 

estimation: 

Table 2. Parameter Estimation Table of 

the Best Cox Regression Model 

Variable Estimation 

(β) 

Sig. 

Mechanical 

Engineering 

1.6238 0.0000216 

Mining 

Engineering 

0.0581 0.89960 

Electrical 

Engineering 

1.0811 0.00455 

GPA ≥ 3.00 2.0638 0.0000780 

Source: R Output for Cox Regression 

Table 3. Estimation of Likelihood for the 

Best Model 

Variable Df AIC LRT Sig. 

Major 3 788.54 31.889 0.0000005524 

GPA 1 787.91 27.260 0.0000001779 

Source: Output R for Estimation of 

Likelihood 

 

Based on the R output for likelihood 

estimation, with the variables majoring in Civil 

Engineering and GPA < 3.00 as the reference 

category, it is obtained that the p-value of the major 

and GPA variables is less than the significance level 

(α) 0.05 or in other words the major and GPA 

variables have a significant effect on the hazard 

function of the student's study period. So that the 

majors and GPA variables are feasible to be included 

in the regression model.  

 

The following is the Cox regression model 

on study period data for Engineering Faculty 

students 2015/2016: 

ℎ𝑖(𝑡|𝑋) = ℎ𝑜(𝑡) exp (1,6238𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 

+ 0,0581𝑚𝑖𝑛𝑖𝑛𝑔 

+ 1,0811𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙 

+ 2,0638𝐺𝑃𝐴≥3.00) 

 

3.4 Hazard ratio  
Parameters in the Cox Regression can be 

interpreted as a Hazard Ratio (HR). The 
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regression model shows the parameters of each 

major and GPA variable category are positive, or 

𝛽𝑗 > 0 so that the greater the risk of an individual 

experiencing an event (Fitriani, 2018). The 

following is the Hazard Ratio (HR) value for each 

category of majors and GPA variables: 

 

Table 4. Hazard Ratio Value 

Variable Estimation 

(β) 

Hazard 

Ratio (exp 

(β)) 

Mechanical 

Engineering 

1.6238 5.072 

Mining 

Engineering 

0.0581 1.060 

Electrical 

Engineering 

1.0811 2.948 

GPA ≥ 3.00 2.0638 7.876 

Source: Output R for Hazard Ratio 

 

1. For the Mechanical Engineering Department 

variable, an HR value of 5.072 is obtained, 

meaning that the study period of Mechanical 

Engineering students is 5.072 times faster than 

Civil Engineering students. 

2. For the variable majoring in Mining 

Engineering, an HR value of 1.060 is 

obtained, meaning that the study period of 

Mining Engineering students is 1.060 times 

faster than Civil Engineering students.  

3. For the variable majoring in Electrical 

Engineering, an HR value of 2.948 is 

obtained, meaning that the study period of 

Electrical Engineering students is 2.948 times 

faster than Civil Engineering students.  

4. For the GPA variable, the HR value was 

7.876, meaning that the study period of 

students with GPA ≥ 3.00 was 7.876 times 

faster than students with GPA < 3.00.  

 

4. Conclusion 

Based on the results of data analysis and 

discussion, the Cox Regression model is obtained 

for the 2015/2016 Faculty of Engineering student 

data as follows: 

ℎ𝑖(𝑡|𝑋) = ℎ𝑜(𝑡) exp (1,6238𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 

+ 0,0581𝑚𝑖𝑛𝑖𝑛𝑔 

+ 1,0811𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙 

+ 2,0638𝐺𝑃𝐴≥3.00) 

The variables that have a significant effect on the 
study period of students of the Faculty of 
Engineering 2015/2016 are majors and GPA 

variables. Furthermore, based on the Hazard Ratio 
(HR) value, the study period of students from the 
Department of Mechanical, Mining and Electrical 
Engineering is faster than the study period for 
students from the Department of Civil Engineering. 
While students with GPA ≥ 3.00 have a shorter study 
period than students with GPA < 3.00. 
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