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A B S T R A C T

Earthquakes are shocks that occur on the surface of the earth due to shifts in the earth’s plates. Geographically,
Indonesia is located in the Pacific Ring of Fire (King of Fire) region, this makes Indonesia prone to earthquakes.
Earthquakes can cause environmental damage and tsunami disasters, but not all earthquakes can cause tsunamis.
Classifying earthquakes that have the potential for a tsunami is very important to mitigate the damage caused.
One classification method that has a high level of accuracy is random forest. The advantage of random forest
is that this algorithm tends to be resistant to overfitting and can handle large data. This research uses real-
time earthquake data from July to August 2023, sourced from the website of the Meteorology Climatology and
Geophysics Agency (BMKG). The training data and test data used in this research are 70% and 30%. Confution
Matrix is used as model evaluation, to measure the accuracy of the classification model. The results of this
research obtained a high accuracy, equal 0.97 or 97%.
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1. Introduction

Indonesia is located in a very active tectonic zone because it has three large plates that meet each
other. Therefore, this research will use the random forest algorithm to classify earthquake data to
determine the potential strength of earthquakes in the Indonesian region. Earthquakes are divided
into three types, namely earthquakes with shallow, medium and deep depths. Shallow earthquakes
occur at depths of less than 70 km below sea level, medium earthquakes occur at depths between 70
km - 300 km, while deep earthquakes occur at depths of more than 300 km below sea level. Indonesia
often experiences earthquakes because it is located in the Pacific Ring of Fire and has complex plate
tectonics. Therefore, it is necessary to make preventive efforts, such as improving the quality of
buildings, improving community skills in overcoming earthquakes, and increasing public awareness of
natural disasters [1]. Earthquakes are one of the natural disasters that often occur in Indonesia, as the
country is located on the Pacific Ring of Fire [2]. Earthquakes can be classified into several types, such
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as tectonic earthquakes, volcanic earthquakes, and collapse earthquakes. The energy generated from
an earthquake is transmitted in all directions as earthquake waves, which can be felt on the earth’s
surface. If an earthquake occurs at a shallow depth (0-70 km), there is the potential for a tsunami.

According to data from the Meteorology, Climatology and Geophysics Agency, earthquakes in
Indonesia occur regularly within a few months of each other. Classification of earthquake depths is
necessary to determine the potential strength of earthquakes in the Indonesian region, whether they
cause tsunamis or not. Classification of earthquake depths is necessary to determine the potential
strength of earthquakes in the Indonesian region, whether they cause tsunamis or not [3]. The results
of classification often suffer from the problem of classification inaccuracy. Overcoming classification
inaccuracy can be done by using machine learning that is able to handle unbalanced datasets, one of
which is the random forest method. Random Forest is able to capture this nonlinear relationship well,
thanks to the decision tree structure that can handle complex patterns. In addition, it can handle
complex datasets well, allowing the use of various features to make more accurate predictions.

Previous research has applied the Random Forest method. In research conducted by [4] with the
title “Implementation of the Random Forest Method for Student Majoring at Madrasah Aliyah Negeri
Sintang” resulted in an accuracy value of 0.9438 or 94.38% indicating that the random forest algorithm
is well used for the classification of three majors, namely Science, Social Studies and Religion. In
addition [5] with the research “Classification of Earthquake Areas Using the Random Forest Algorithm”
produces an accuracy value of 0.9997 or 99.97%, indicating that the random forest algorithm is good
for classifying areas where earthquakes occur in the world.

Based on the explanation above, it is important to classify earthquakes that have the potential
to cause a tsunami in order to mitigate the consequences that will be caused. Based on previous
research, the Random Forest algorithm is very effective for classifying data with high accuracy results.
Therefore, this study will use the Random Forest algorithm for the classification of earthquake data
processed based on its depth.

Random Forest algorithm is a classification technique that has a fairly high level of accuracy, and
random forest is based on decision tree techniques so that it can overcome nonlinear problems [6].
The advantages of the random forest algorithm in research are that this algorithm tends to be more
resistant to overfitting, can cope with various types of data including numerical and categorical data,
and can provide information about the importance of each feature in making predictions.

2. Research Methods

In this study, the data that the author uses is realtime data of earthquakes in Indonesia that
occurred during July 2023 to August 2023, from the catalog of the Meteorology Climatology and
Geophysics Agency. Indonesian territory with coordinates 60 LU - 110 LS and 950 East - 1410 East,
with magnitudes of 1.0 to 10.0, and depths of 1 to 1000km. The research variables consist of Latitude,
Longitude, Magnitude, and Depth.

The variable observed in this research is depth (km), which is used to classify whether an earth-
quake has the potential to cause a tsunami or not. The data is divided into two parts with 70%
training data and 30% testing data. The method used in this research is the random forest algorithm,
which is a data classification method consisting of a number of decision trees in order to obtain more
stable and accurate final results. This algorithm can be used for the classification of large amounts of
data, so it can be used in various fields.
2.1. Research Steps

Some of the research stages carried out are as follows:
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1. Data Collection
The initial stage of this research aims to collect relevant and valid data to achieve the research
objectives. The data that the author uses is realtime earthquake data in Indonesia from July
2023 to August 2023, obtained from the Meteorology Climatology and Geophysics Agency.

2. Pre-processing
This stage is carried out by processing the data that has been obtained with a series of steps or
processes carried out to clean, transform, and prepare raw data to be ready for use in analysis.
The main purpose of data pre-processing is to improve data quality, reduce interference, and
ensure data is ready for processing. This is done to overcome problems that may be present in
the data.

3. Visualization
After pre-processing the data, the next stage is data visualization, namely determining the ran-
dom forest algorithm that will be used to classify the data. Data visualization is very important
in the exploration, analysis, and communication of information from various types of data.

4. Algorithm Evaluation
This stage is carried out by reviewing the research process, such as the methodology used,
data analysis and results. The random forest classification method that has been optimized on
earthquake depth data is evaluated using the Confusion Matrix algorithm. The evaluation aims
to help identify weaknesses and to improve for future research. The classification is divided
into three classes, so that accuracy, precision, and recall can be measured by calculating the
average of the accuracy, precision, and recall values in each class. In addition, further analysis
can also be done by evaluating the Confusion Matrix of each class to determine the error rate
in classification.

2.2. Analysis of Research Data

This research uses data from the Meteorology, Climatology, and Geophysics Agency (BMKG)
website. The amount of data used is around 708 data, using realtime data of earthquakes in Indonesia
that occurred in July 2023 to August 2023. The data was used because during that month there
was an increase in earthquake activity. The raw data that already exists, needs to be processed or
preprocessed again.

Table 1. Data Structure
No Tsunami Event Latitude Longitude Magnitude Depth

(𝑌 ) (𝑋1) (𝑋2) (𝑋3) (𝑋4)
1 𝑌1 𝑋1,1 𝑋2,1 𝑋3,1 𝑋4,1

2 𝑌2 𝑋1,2 𝑋2,2 𝑋3,2 𝑋4,2

3
...

...
...

...
...

4 𝑌708 𝑋1,708 𝑋2,708 𝑋3,708 𝑋4,708

Table 1. Data structure based on the parameters in this study, which consists of:
𝑌 = Tsunami Event, 0 no tsunami potential and 1 tsunami potential
𝑋1 = Latitude (degree)
𝑋2 = Longitude (degree)
𝑋3 = Magnitude (mm)
𝑋4 = Depth (km)

The parameters contained in the website of the Meteorology, Climatology and Geophysics Agency
(BMKG) are date time, latitude, longitude, magnitude, mag type, depth, phase count, azimuthgap,
location and agency. While the variable observed in this study is depth (km), this variable is observed
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to classify the type of earthquake that has the potential to cause a tsunami or does not have the
potential to cause a tsunami. The data is divided into two parts with 70% training data and 30%
testing data. The method used in this research is the random forest algorithm, which is a data
classification method consisting of a number of decision trees to obtain more stable and accurate final
results. This algorithm can be used for data classification in large quantities, so it can be used in
various fields.

The following is the random forest formula [7]:

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =
𝑐∑︁
𝑖=1

−𝑝𝑖 log2 𝑝𝑖 (1)

where;
𝑆 = Data set
𝐶 = Number of classes
𝑝𝑖 = Class probability

To see the performance of a classification, including whether it is good or not, a confusion matrix
calculation is needed. The following is the confusion matrix formula [8]:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝐴𝑙𝑙
× 100% (2)

𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100% (3)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% (4)

In this research using realtime earthquake data so that the amount of data is quite large, the data
will be studied in accordance with the stages of the research.

3. Result and Discussion

After obtaining data and conducting research, the following results were obtained:
3.1. Preprocessing

Data preprocessing is done by selecting data fields that will be used to process the raw data
into research-ready data. Researchers need descriptive statistics to summarize central tendencies, the
spread of the dataset and help get a quick overview of the data set.

Table 2. Descriptive Statistics
Variable Min Max Mean Std. Dev
Magnitude 1.389 5.9 3.444 0.763
Depth (km) 5 648 49.533 72.061
Phase Count 6 402 38.307 37.868

From the Table 2 above, it is known that the average depth of earthquakes is around 49 km. For
the depth of the most basic earthquake, 648 km occurred on August 3, 2023, located in Minahassa
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Peninsula, Sulawesi. While the shallowest earthquake depth is 5 km which occurred on July 30, 2023
located in North Sumatra. It can be concluded that there are earthquakes that have the potential to
cause a tsunami in Indonesia from July 2023 to August 2023.
3.2. Data visualization

Data visualization is a way to present data using graphical elements, such as charts, diagrams
and maps. Data visualization aims to make it easier to understand patterns, trends and variable
relationships in data. This is done to make it easier to draw conclusions and make decisions.

Figure 1. Data Visualization

Figure 1 show that data Visualization of latitude, longitude, magnitude and depth (km) variables.
The bar structure shows the surface in blue while the line structure is marked in dark blue describing
the change of variables over time.
3.3. Data Classification Results

The results of the earthquake classification are classified based on their depth, namely shallow
earthquakes with a hypocenter of less than 70 km, medium earthquakes with a hypocenter between
70km and 300km, and deep earthquakes with a hypocenter of more than 300 km. In this study,
researchers classified the types of earthquakes into two, namely earthquakes that have the potential
to cause a tsunami and those that do not have the potential to cause a tsunami. Earthquakes that
have the potential to cause a tsunami have a depth (hypocenter depth) that is located at a shallow
depth, in the range of 0-70 km below sea level.
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Table 3. Data Classification Results with Random Forest
Latitude Longitude Magnitude Dept (km) Tsunami Category

0 2,324,009 126,793,556 3,916,701 10 1
1 -6,067,009 130,813,995 4,721,311 10 1
2 -4,680,160 104,608,658 3,032,803 169 0
3 0,859564 125,391,731 3,923,735 30 1
...

...
...

...
...

...

706 -0,064081 122,847,672 3,401,604 156 0
707 -4,516,113 102,331,856 3,353,651 30 1

The Table 3 above shows the grouping (classification) of earthquake data that had the potential
to cause a tsunami and those that did not. Earthquake data is divided into two categories, namely,
earthquakes with no tsunami potential indicated by number 0 and earthquakes with tsunami potential
indicated by number 1. Classification is calculated using the random forest algorithm, based on the
depth of the hypocenter (depth).

Figure 2. Earthquake Classification

Based on the bar chart on Figure 2 above, it can be concluded that there were more earthquakes
with the potential to cause a tsunami than those without the potential to cause a tsunami. As a result
of this study, the results for the category of earthquakes with no tsunami potential were 165, while
for the category of earthquakes with tsunami potential, the results were 543.

The dataset from the Meteorology Climatology and Geophysics Agency (BMKG), will be divided
into train data and test data before modeling with Random Forest, with a proportion of 70% for
training data and 30% for test data. After that, feature scaling will be carried out, because there are
some data with different scales.

Table 4. Training Data
Random Forest Training Result

Classification Report
precision recall f1-score Support

0 1 1 1 113
1 1 1 1 382

accuracy 1 495
macro avg 1 1 1 495
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The Table 4 above shows the value of data using training data, training data or training data used
to train the model. Based on the table above, the precision, recall, and f1-score values are 1.00 with
an accuracy value of 1.00. Recall is a matrix that measures the model’s ability to identify all positive
instances, meaning that the model has recognized all positive instances in the dataset perfectly. If
precision has a value of 1.00, then all positive predictions made by the model are correct. If recall and
f1-score have a value of 1.00, it indicates that the model has perfect recall and precision. The model
is able to recognize all positive instances and make near-perfect positive predictions with predictions
that have minimum error.

Table 5. Testing Data
Random Forest Testing Result

Classification Report
Precision recall f1-score Support

0 1 0.88 0.94 52
1 0.96 1 0.98 161

accuracy 0.97 213
macro avg 0.98 0.94 0.96 213

The Table 5 above shows the value of data using testing data, testing data is used to test the
performance of the model on the data. Based on the table above, the results are 1.00 for precision,
0.88 for recall, and 0.94 for f1-score with an accuracy of 0.97. If precision has a value of 1.00, then
all positive predictions made by the model are correct. If the recall f1-score has a value of 0.88 and
0.94 or close to 1.00, it indicates that the model has perfect recall and precision. The model is able to
recognize all positive instances and make near-perfect positive predictions with predictions that have
minimum error.

Model evaluation is carried out to determine the accuracy of the model in classifying and predicting
data, in this study using Confusion Matrix. Confusion Matrix is a table that shows the number of
instances that are correctly or incorrectly classified based on the actual label and the predicted label
of the model [9]. In evaluating this model, the data used is testing data [10].

Table 6. Confusion Matrix
Confusion Matrix

True Positive False Positive
46 6

21.60% 2.82%
False Negative True Negative

0 161
0.00% 75.59%

Based on the Confusion Matrix above, using testing data with a total of 213 data. True Positive
shows the amount of earthquake data that is predicted to have no tsunami potential is correctly
classified as much as 46 data. The True Negative shows that the earthquake data predicted to have
the potential for a tsunami was correctly classified as much as 161 data. Based on the confusion
matrix above, it can be concluded that the amount of earthquake data that has the potential to cause
a tsunami is more than the earthquake that does not have the potential to cause a tsunami, and the
random forest method is quite well used for the classification of large datasets.
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4. Conclusions

Based on the research conducted, the data used in the research is realtime data of earthquakes
in Indonesia that occurred from July 2023 to August 2023. Researchers classified the earthquakes
into two categories, namely earthquakes with tsunami potential and those without. These categories
were calculated by looking at the depth of the hypocenter (depth), which has the potential to cause a
tsunami if the depth is located at a shallow depth in the range of 0-70 km below sea level. Based on
the results of the study, it was found that the number of earthquakes that did not have the potential
to cause a tsunami was 165, while those with the potential to cause a tsunami were 543.

Classification of research data was carried out using the random forest algorithm, obtained an
accuracy value of 0.97 or 97%. Based on the classification results, it can be concluded that the
random forest algorithm can be used to classify earthquake data in Indonesia quite well, because it
is able to handle large datasets. This research aims to find out the potential strength of earthquakes
in the Indonesian region, so that the government and the general public are more aware of disasters.
This algorithm has weaknesses, namely difficult interpretation and requires tuning the right model for
the data. Therefore, for further research it is necessary to use other algorithms to compare the results.
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